EONIKO METZOBIO NMOAYTEXNEIO Ag%
2XOAH HAEKTPOAOI QN MHXANIKQN KAl MHXANIKQN YTTOAOIZTQN Y

TOMEAZ TEXNOAOTIAY MAHPO®OPIKHY KAI YITOAOIZTON &
EPFAZTHPIO TEXNHTHZ NOHMOZYNHZ KAI ZY2XTHMATQON MAGH>HX *

TexvnNTa VEUPWVIKA JIKTUO KOl EUPUN UTTOAOYIOTIKA
ouoTAuATA

Eizarory 2021



Mnyavikr paénon

The subfield of computer science that “gives computers the ability to learn
without being explicitly programmed”.
(Arthur Samuel, 1959)

Data Algorithm Model

Oplioud¢ TTPOoLRARHATOC HABNOoNG

‘Eva Tpoypappa UTToAOYIO T yabaivel atrd pia eptreipia E we TTpog pia
KAGoN epyaciwyv T Kal Eva HETPO ETTIOOONG P, av n 1TidOCT) TOU O€ EPYATIES
TNG KAGONG T, OTTWG ATTOTILATAI ATTO TO METPO P, BEATIWVETAI PE TNV EUTTEIPI
E.



Eupun uttoAoyIoTIKG cuoTApOTA

ARTIFICIAL INTELLIGENCE

A program that can sense, reason,
act, and adapt

MACHINE LEARNING

Algorithms whose performance improve
as they are exposed to more data over time

DEEP
LEARNING

Subset of machine learning in
which multilayered neural

networks learn from
vast amounts of data




Eupun uttoAoyIoTIKG cuoTApOTA

Artificial Intelligence

Data science

Knowledge Machine learning
modelling

Symbolic Neural
reasoning nCtWOrkS

Linear

Modal -l regression
logics




Symbolic Al

Mathematical/Statistical Al (Machine Learning Approach)

“Let us sit down with the “Let us simulate all the “Let us show millions of
world’s best chess player, different possible moves and examples or real life and
Ekpe Okorafor, and put his the associated outcomes at simulated games (won and
knowledge into a computer each single step and go with lost) to the program, and

program” the most likely to win” let it learn from

experience”



TN vs MM

Traditional Al techniques

s —

Static — hard-coded set of
steps and scenarios

Rule Based — expert
knowledge

No generalization — handling
special cases is difficult

Machine Learning

Output

e

Dynamic — evolves with data,
finds new patterns

Data driven — discovers
knowledge

Generalization — adapts to
new situations and special
cases



XAPOKTNPIOTIKA aVOPWTTIVOU EYKEPAAOU
- P

EAAEIYEIC apXITEKTOVIKAG von Neumann
Madikn TrTapaAAnAia
Kataveunuévn avarmrapaotaon
Kartaveunuévn eTregepyaoia
Avoxr o€ o@AAuaTa, AOTOXIEC
A@aipeon
["evikeuon
[TpoCapPUOCTIKOTATA

Mabnon



[10T1€ Xpnoiuevuel n Mnyavikry Mabnon
1

Tasks programmers can’t describe

Complex multidimensional problems that can’t be
solved by numerical reasoning

Hand writing Weather Forecasting Health Care Outcomes
~‘ L C+7
V///4

Cognitive Reasoning Network Intrusion Movie Recommendation




AopIKa Kal AEITOUPYIKA XOPAKTNPIOTIKA

TexvnNTa vEUPWVIKA OIKTUO
5

XapaKTNPIoOTIKA HOVTEAOTTOINONG

Katavonon kai povreAotToinon BIOAOYIKWY AEITOUPYIWV

[MpooTTaBtela epapuoyng apXwy PIOAOYIKOU eyKEPAAOU (dOUIKA OTOIXEIq,

QPXITEKTOVIKN, AEITOUPYIKOTNTA)

YAotroINoIipoTnNTa (TTPAYUATIOTIKN TTPOCEYYION)

ATTAEG UTTOAOYIOTIKEG LOVADEC
MeyaAog apiBudg ouvdEoeEwV (connectionism)

[MapGAANAN KaTaveunUEVN ETTECEPYATIA KAl TTPOCAPUOYNA



MovTEAO BloAoyIKOU vVEUPWVO
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MovTEAO BloAoyIKOU vVEUPWVO




MovTEAO BloAoyIKOU vVEUPWVO
1> [

XapakTnpIoTIKA
10! veupwveg
10" cuvayelg
XaunA€&g TaxuTnTeS (msec)

TOTTIKOG £AEYXOG



MovTEAO TEXVNTOU VEUPWVA

X W. McCulloch & W. Pitts (1943)

. 2 , f
: u=2wixi y=f(u)
W i=1
X

X, ,W,,y Eicodol, Bapn, ££€0d0¢

l

u AVOAUTIKO YIVOUEVO dIaVUOUATWY €10000U-Bapwv

f 2.UvapTNON EVEPYOTTOINONG




MovTEAO TEXVNTOU VEUPWVA

W. McCulloch & W. Pitts (1943)

2 UVOPTNOEIC EVEPYOTTOINONG
Bnuartikn
2 IYUOEIONC
Y1TEPBOAIKA EQATTTOUEVN

Katw@Aiou

n
u= Ewix,.
i=1

y=f(u)
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Perceptron

NEW NAVY DEVICE

LEARNS BY DOING lﬁi’a":’f‘ﬁi:&“:‘(.‘t‘%’ﬁ“&‘éfv

Psychologist Shows Embryo
of Computer Designed to
Read and Grow Wiser

WASHINGTON, July 7 (UPI)
—The Navy revealed the em-
bryo of an electronic computer
today that it expects will be
abla to walk, talk, see, write,
reproduce itself and be con-
scious of its existence,

The embryo—the Weather
Bureau's $2,000,000 “704" com-
puter—-learned to differentiate
between right and left after
fifty aftempts in the Navy's
demonstration for newsmen,,

The service said it would use
this principle to build the first
of its Perceptron thinking ma-
chines that will be able to read
and wrile, It is expected to be%
'finished in about & year at a
cost of §$100,000,

Dr. Frank Rosenblatt, de-
signer of the Perceptron, con-
‘ducted the demonstration. He
(5aid ‘the machine would be the
|first device to think as the hu-
man brain. As do human be-

wiser gs it gains experience, he
sai :

Dr. Rosenblatt, a research
psychologist at the -Cornell
Aeronautical Laboratory, Buf-
falo, said Perceptrons might be
fired to the planets as mechani-
cal space explorers,

Without Human Controls

The Navy said the perceptron
would be the. first non-livlng!
mechanism “capable of receiv-|
ing, recognizing and identifylng
its surroundings without any
human training or control.” '

The “brain” is desigmed to
remember images and informsa-
tion it has perceived jtself. Ordi-
nary computers remember only
what iz fed into them on punch
cards or magnetic tape. |

Later Perceptrons will be able
to recognize people and call out
‘their names and instantly trans-
late speech in one language to
speech or writing in another
language, it was predicted,

Mr, Rosenblatt said in prin-
L¢:lple it would be possible to
build braing that could repro-
duce themselves on an assembly
line and which would be con-

scious of their existence,

1958 New York
Times...

In today’'s demonstration, the
“704" wag fed two cards, one
with squares marked on the left
side and the other with squares
on the right side,

Learng by Doing

In the first fifty trials, the
machine made no distinction be-
tween them. It then started
registering a “Q" for the left
squares and “O" for the right
squares.

Dr. Rosenblatt said he could
explain why the machine
learned only in highly technical
terms. But he said the computer
had undergone a “self-induced
change in the wiring diagram.”

The first Perceptron will
have about 1,000 electronic
“association cells” recelving
electrical impulses from an eye-
like scanning devica with
g::to-cens. The human brain

10,000,000,000 responsive
cells, including 100,000,000 con-

nections with the eves.
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Neupwvika dikTua - BaBid pdénon =
17| N
2.UVOEDEIC VEUPWVWV
C )
APXITEKTOVIKI)

[MpboBia TpopoddTnon (feedforward)
Avartpo@odoTtnon (feedback, recurrent)

2Tpwpuara (layers)



Mabnon oTa veupwvika dikTua

[Mp6BANua
AiveTal pia eptreipia (cuvABwc Eva aUvoAo dedOUEVWYV EI0000U-ETTIOUUNTAG
e€O00U oTnV ermBAeTopeVn pddnaon, N povo dedouEva €I0000U Kal agloAdynon
eTTidoonc otn un-ertBAertouevn pabnon) kai ¢nreital o TTPOcdIoPITUOS TWV
TTAPAUETPWY TOU DIKTUOU (APXITEKTOVIKN, BAPN CUVAWEWV), £TOI WOTE N £TTIOO0N
TOU VA €ival IKAVOTTOINTIKN
ZNTAUATA TTOU TTPOKUTITOUV
Y1Tapxel AUON YO TO OUYKEKPILEVO OEQOUEVQ;
MTropei va BpeBei n Auon (av uttdpxel);
Av uttapxouV TTOAAEC AUCEIG, utTopEi va Bpebei n KaAUTEPN;

MeBodoAoyia (avatrTugn, agioAdynon €1ridoong KATT)



Eidn Tn¢ Mnxaviknc Mabnong

Supervised

Unsupervised

Reinforcement

Learn through examples of which we know the
desired output (what we want to predict).

Is this a cat or a dog?
Are these emails spam or not?
Predict the market value of houses, given the

square meters, number of rooms, neighborhood,
etc.




Output is a discrete ° ..
variable (e.g., cat/dog) e

Unsupervised
Regression

Output is continuous
Reinforcement (e.g., price, temperature) |©




Eidn Tn¢ Mnxaviknc Mabnong

Supervised

There is no desired output. Learn something about
the data. Latent relationships.

Unsupervised | have photos and want to put them in 20
groups.

I want to find anomalies in the credit card usage
patterns of my customers.
Reinforcement



Useful for learning structure in the data (clustering),
hidden correlations, reduce dimensionality, etc.

®_ 0 ® ®_ 0 ®
) e®
| by o.‘ o, :g.. o ® o :{o.
Unsupervised '... .‘Q‘.o :.. o‘ e®®
®od 0% .':‘o ®od 0% .’:.o
e e ve® %o | Group | OT ¢ o elee %o
e%e .0'0... o1 o%e .0'0...
’...‘ @ % ©2 ‘.... ® %
T .o.' ° ®3 (.%, ‘.:' °
o P o P
Reinforcement 0, 00,9




Eidn Tn¢ Mnxaviknc Mabnong

Supervised An agent interacts with an environment and watches
the result of the interaction.

Environment gives feedback via a positive or
negative reward signal.

Unsupervised

Reinforcement




NeupwVika OikTua - Katnyopieg

EmRAeTOpeVn ndbnon
[MoAUOTPWUATIKA perceptron
AikTua RBF (Radial Basis Functions)
LVQ (Learning Vector Quantisation)

SVM (Support Vector Machines)

Mn emIBAETTOMEVN nABNON
OuadoTtroinon (Clustering)

AikTua Hopfield
AvTaywVvIoTIKA dikTUO

AuToopyavouuevol XapTeg Kohonen



[Mapadeiypara aAyopiOpwv MM
[

Supervised Unsupervised
* Linear classifier * PCA

* Naive Bayes * t-SNE

* Support Vector Machines (SVM) * k-means

* Decision Tree * DBSCAN

* Random Forests Reinforcement
* k-Nearest Neighbors e SARSA-A

* Neural Networks (Deep learning) + Q-Learning



BiBAI0BNKeC - Python

Home

Classification

Identifying to which category an object
belongs to.

Applications: Spam detection, Image
recognition.

Algorithms: SVM, nearest neighbors,
random forest, ... — Examples

Dimensionality reduction

Reducing the number of random variables to
consider.

Applications: Visualization, Increased
efficiency

Algorithms: PCA, feature selection, non-
negative matrix factorization. — Examples

Installation

Documentation ~  Examples

[ Google Custom Search |

sclkit-learn

Machine Learning in Python

Regression

Predicting a continuous-valued attribute
associated with an object.
Applications: Drug response, Stock prices.
Algorithms: SVR, ridge regression, Lasso,

— Examples

Model selection

Comparing, validating and choosing
parameters and models.

Goal: Improved accuracy via parameter
tuning

Modules: grid search, cross validation,
metrics. — Examples

Clustering

Automatic grouping of similar objects into
sets.

Applications: Customer segmentation,
Grouping experiment outcomes

Algorithms: k-Means, spectral clustering,
mean-shift, ... — Examples

Preprocessing

Feature extraction and normalization.
Application: Transforming input data such as
text for use with machine learning algorithms.
Modules: preprocessing, feature extraction.
— Examples


http://scikit-learn.org/stable/

EtmAoyr) AAyopiBuou kal EkTraidsuon
P

Goal of training: making the correct prediction as often as possible

* Incremental improvement:

* Use of metrics for evaluating performance and comparing solutions

* Hyperparameter tuning: more an art than a science

e Every ML algorithm has three components:
— Representation
— Optimization
— Evaluation



[TpOBAeWN - Inference
I

Training Phase
o

Labels

Prediction Phase !




Representation & Features
(avatrapadoTaon Kal XapakTnPIoTIKA)

 Raw Data | [ Feature Vector |

[

6.0,
0:{ 1.0
house_info : { 0' 0
num_rooms: 6 Feature Engineering O'O’ 5 : )
bed -3 s rocess of creating
ntu m; ¢ roo.r?;h bird Way" 0.0, features from raw data
SETCEL_TISTHE GIEDR ay 9.321, is feature engineering.
num_basement_rooms: -1 220
1.01
} ’
0.0,
} ..
Raw data doesn't come ]

to us as feature vectors.




Datasets
e

Attribute Information:

1) ID number
2) Diagnosis (M = malignant, B = benign)
3-32)

Ten real-valued features are computed for each cell nucleus:

a) radius (mean of distances from center to points on the perimeter)
b) texture (standard deviation of gray-scale values)

C) perimeter

d) area

e) smoothness (local variation in radius lengths)

f) compactness (perimeter"2 / area - 1.0)

g) concavity (severity of concave portions of the contour)

h) concave points (hnumber of concave portions of the contour)

i) symmetry

j) fractal dimension (“coastline approximation” - 1)

|B42362,M,17.99,10.38,122.8,1001,0.1184,0.2776,0.3001,0.1471,0.2419,60.07871,1.095,0.9053,8.589, 153.4,0.006399, 0.04904,6.05373,0.01587,0.03003,0.006193,25.38,17.33,184.6,2019,0.1622,0.6656,0.7119,0.2654,0.4601,0.1189
842517,M,20.57,17.77,132.9,1326,0.08474,0.07864,0.0869,0.07017,0.1812,0.05667,0.5435,0.7339,3.398,74.08,0.005225,0.01308,0.0186,0.0134,0.01389,0.003532,24.99,23.41,158.8,1956,0.1238,0.1866,0.2416,0.186,0.275,0.08902
84300903,M,19.69,21.25,130,1203,0.1096,0.1599,0.1974,0.1279,0.2069,0.05999,0.7456,0.7869,4.585,94.03,0.00615,0.04006,0.03832,0.02058,0.0225,0.004571,23.57,25.53,152.5,1709,0.1444,0.4245,0.4504,0.243,0.3613,0.08758
84348301,M,11.42,20.38,77.58,386 .1425,0.2839,0.2414,0.1052,0.2597,0.09744,0.4956,1.156,3.445,27.23,0.00911,0.07458,0.05661,0.01867,0.05963,0.009208, 14.91,26.5,98.87,567.7,0.2098,0.8663,0.6869,0.2575,0.6638,0.173
84358402,M,20.29,14.34,135.1,1297,0.1003,60.1328,0.198,0.1043,0.1809,0.05883,0.7572,0.7813,5.438,94.44,0.01149,0.02461,0.05688,0.01885,0.01756,0.005115,22.54,16.67,152.2,1575,0.1374,0.205,0.4,0.1625,0.2364,0.07678
843786,M,12.45,15.7,82.57,477.1,0.1278,0.17,0.1578,0.08089,0.2087,0.07613,0.3345,0.8902,2.217,27.19,0.00751,0.03345,0.03672,0.01137,0.02165,0.005082,15.47,23.75,103.4,741.6,0.1791,0.5249,0.5355,0.1741,0.3985,0.1244
844359,M,18.25,19.98,119.6,1040,0.09463,0.109,0.1127,0.074,0.1794,0.05742,0.4467,0.7732,3.18,53.91,0.004314,0.01382,0.02254,0.01639,0.01369,0.002179,22.88,27.66,153.2,1606,0.1442,0.2576,0.3784,0.1932,0.3063,0.08368
84458202,M,13.71,20.83,90.2,577.9,0.1189,0.1645,0.09366,0.05985,0.2196,0.07451,60.5835,1.377,3.856,50.96,0.008805,0.03029,0.02488,0.01448,0.01486,0.005412,17.06,28.14,110.6,897,0.1654,0.3682,0.2678,0.1556,0.3196,0.1151
844981,M,13,21.82,87.5,519.8,0.1273,0.1932,0.1859,0.09353,0.235,0.07389,0.3063,1.002,2.406,24.32,0.005731,0.03502,0.03553,0.01226,0.02143,0.003749,15.49,30.73,106.2,739.3,0.1703,0.5401,0.539,0.206,0.4378,0.1072
84501001,M,12.46,24.04,83.97,475.9,0.1186,0.2396,0.2273,0.08543,0.203,0.08243,0.2976,1.599,2.039,23.94,0.007149,0.07217,0.07743,0.01432,0.01789,0.01008,15.09,40.68,97.65,711.4,0.1853,1.658,1.105,0.221,0.4366,0.2075
845636,M,16.02,23.24,102.7,797.8,0.08206,0.06669,0.03299,0.03323,0.1528,0.05697,0.3795,1.187,2.466,40.51,0.004029,0.009269,0.01161,0.007591,0.0146,0.003042,19.19,33.88,123.8,11560,0.1181,0.1551,0.1459,0.09975,0.2948,0.08452
84610002,M,15.78,17.89,103.6,781,0.0971,60.1292,0.09954,0.06606,0.1842,0.06082,60.5058,0.9849,3.564,54.16,0.005771,0.04061,0.02791,0.01282,0.02008,0.004144,20.42,27.28,136.5,1299,0.1396,0.5609,0.3965,0.181,0. 3792 0.1048
846226,M,19.17,24.8,132.4,1123,0.0974,0.2458,0.2065,0.1118,0.2397,0.078,0.9555,3.568,11.607,116.2,0.003139,0.08297,0.0889,0.0409,0.04484,0.01284,20.96,29.94,151.7,1332,0.1037,60.3903,0.3639,0.1767,0.3176,0
846381,M,15.85,23.95,103.7,782.7,0.08401,60.1002,0.09938,0.05364,0.1847,0.05338,0.4033,1.078,2.903,36.58,0.009769,0.03126,0.05051,0.01992,0.062981,0.003002,16.84,27.66,112,876.5,0.1131,0.1924,0.2322,0.1119, .2809 0.06287
84667401,M,13.73,22.61,93.6,578.3,0.1131,60.2293,0.2128,0.08025,0.2069,0.07682,0.2121,1.169,2.061,19.21,0.006429,0.05936,0.05501,0.01628,0.01961,0.008093,15.63,32.01,168.8,697.7,0.1651,0.7725,0.6943,0.2208,0.3596,0.1431
84799002,M,14.54,27.54,96.73,658.8,0.1139,0.1595,0.1639,0.07364,0.2303,0.07077,0.37,1.033,2.879,32.55,0.005607,0.0424,0.04741,60.0109,0.01857,0.005466,17.46,37.13,124.1,943.2,0.1678,0.6577,0.7026,0.1712,0.4218,0.1341
848406,M,14.68,20.13,94.74,684.5,0.09867,0.072,0.07395,0.05259,0.1586,0.05922,0.4727,1.24,3.195,45.4,0.005718,0.01162,0.01998,0.01109,0.0141,0.002085,19.07,30.88,123.4,1138,0.1464,0.1871,0.2914,0.1609,0.3029,0.08216
84862001,M,16.13,20.68,108.1,798.8,0.117,0.2022,0.1722,0.1028,0.2164,0.07356,0.5692,1.073,3.854,54.18,0.007026,0.02501,0.03188,0.01297,0.01689,0.004142,20.96,31.48,136.8,1315,0.1789,0.4233,0.4784,0.2073,0.3706,0.1142
849014,M,19.81,22.15,130,1260,0.09831,0.1027,0.1479,0.09498,0.1582,0.05395,0.7582,1.017,5.865,112.4,0.006494,0.01893,0.03391,0.601521,0.01356,0.001997,27.32,30.88,186.8,2398,0.1512,0.315,0.5372,0.2388,0.2768,0.07615
8510426,B,13.54,14.36,87.46,566.3,0.09779,0.08129,0.06664,0.04781,0.1885,0.05766,0.2699,0.7886,2.058,23.56,0.008462,0.0146,0.02387,0.01315,0.0198,60.0023,15.11,19.26,99.7,711.2,0.144,0.1773,0.239,0.1288,0.2977,0.07259
8510653,B,13.08,15.71,85.63,520,0.1075,0.127,0.04568,0.0311,0.1967,0.06811,0.1852,0.7477,1.383,14.67,0.004097,0.01898,0.01698,0.00649,0.01678,0.002425,14.5,260.49,96.69,630.5,0.1312,0.2776,0.189,60.07283,0.3184,0.08183
8510824,B,9.504,12.44,60.34,273.9,0.1024,0.06492,0.02956,0.02076,0.1815,0.06905,0.2773,0.9768,1.909,15.7,0.009606,0.01432,0.01985,0.01421,0.02027,60.002968,16.23,15.66,65.13,314.9,0.1324,0.1148,0.08867,0.06227,0.245,0.07773
8511133,M,15.34,14.26,102.5,704.4,0.1073,60.2135,0.2077,0.09756,0.2521,0.07032,0.4388,0.7096,3.384,44.91,0.006789,0.05328,0.06446,0.02252,0.03672,0.004394,18.07,19.08,125.1,980.9,0.139,0.5954,0.6305,0.2393,0.4667,0.09946




Deep Neural Network

(Pretraining)
Multi-layered m -

XOR Perceptron A
ol L (Backpropagation)
A A
A
Perceptron
Golden Age Dark Age (“Al Winter”)

Electronic Brain

1950 1960 1970 1980

S. McCulloch - W. Pitts F. Rosenblatt B. Widrow - M. Hoff D. Rumelhart - G. Hinton - R. Wiliams V. Vapnik - C. Cortes
XAND Y XORY NOT X Foward Activity == %o o o ; -
i T W Sl ———
+1 4] 414 <) 1 =l oo it i 1 i
/ I \ / | \ | | @—— Backward Error

 Adjustable Weights « Learnable Weights and Threshold « XOR Problem + Solution to nonlinearly separable problems  + Limitations of learning prior knowledge * Hierarchical feature Learning
» Weights are not Learned « Big computation, local optima and overfitting * Kernel function: Human Intervention



2.UYyXpPOova VEUPWVIKA OIKTUd

[MTOAUETTITTEDEC APXITEKTOVIKEC (BaBIG VEUPWVIKG OiKTUQ)




Turing Award 2019
]

Q  TECHNOLOGY €he New Pork Eimes

Turing Award Won by 3 Pioneers in
Artificial Intelligence

f © ¥ = A~

From left, Yann LeCun, Geoffrey Hinton and Yoshua Bengio. The researchers worked on key developments for neural networks, which
are reshaping how computer systems are built. From left, Facebook, via Associated Press; Aaron Vincent Elkaim for The New York Times; Chad
Buchanan/Getty Images




H emoxn TN Mnxaviknc Mabnong

[MepioooTepa dedOpEVA -
Internet

AAYOPIOUIKEG “eCeNiceIc”

AApatwodng BeATiwon hardware

KaA£ég BIBAI0BAKES (AOYIOUIKO)
1 Strong Al vs Weak Al

Computer Vision Kal NLP gival Ta
eI PE TA TTEPICOOTEPA tasks

Computer Vision

_‘:;Jl Semantic
~ Segmentation

2 191 benchmarks

2141 papers with code

» See all 1139 tasks

Browse State-of-the-Art

5,521 benchmarks 2,489 tasks 56,105 papers with code

Image
Classification

W-EEaE:

2 260 benchmarks

1848 papers with code

Natural Language Processing

Language
. Modelling

&2 25 benchmarks

1359 papers with code

» See all 484 tasks

Medical

. n Medical Image
. Segmentation

2 83 benchmarks

225 papers with code

» Seeall 221 tasks

Machine
Translation

2 72 benchmarks

1260 papers with code

- Drug Discovery

2 14 benchmarks

144 papers with code

Object
" Detection

2 240 benchmarks

1606 papers with code

Question
Answering

122 101 benchmarks

1204 papers with code

[S9] [ [p.
NN Lesion

LNN Segmentation

2 6 benchmarks

101 papers with code

? Image
~ 4 Generation

2 161 benchmarks

711 papers with code

Sentiment
Analysis

2 66 benchmarks

757 papers with code

Brain Tumor
Segmentation

k2 8 benchmarks

63 papers with code

https://paperswithcode.com/

@ Denoising

2 100 benchmarks

687 papers with code

Text
Generation

2 81 benchmarks

593 papers with code

COVID-19

Diagnosis

2 3 benchmarks

57 papers with code


https://paperswithcode.com/

