Shape of K-Means Clusters

 K-means partitions the space based on the “closest mean”:
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* Observe that the clusters are convex regions.

Animation



http://datagenetics.com/blog/may12017/index.html

Convex Sets

* Asetis convex if line between two points in the set stays in the set.

Not Convex




Shape of K-Means Clusters
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K-Means with Non-Convex Clusters

Mon-convex banana-shaped data points
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K-Means with Non-Convex Clusters

kmeans with k=2

K-means cannot separate
non-convex clusters
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K-Means with Non-Convex Clusters

kmeans with k=2
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K-means cannot separate
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