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What properties should a distance measure have?

 D(A,B) = D(B,A) Symmetry 
 D(A,A) = 0 Constancy of Self-Similarity
 D(A,B) = 0 iif A= B Positivity (Separation)
 D(A,B)  D(A,C) + D(B,C) Triangular Inequality 







Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering)
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)
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Clustering Evaluation - Silhouette Coefficient



Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering) 
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)



Connectivity-based Clustering (Hierarchical clustering)

● Top-down: DIANA (divisive clustering)
● Bottom-up: AGNES (agglomerative clustering)





















Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering) 
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)



Gaussian Mixture Models (GMM)

Εύρεση παραμέτρων των γκαουσιανών με τον αλγόριθμο Εxpectation - Μaximization (EM)



Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering) 
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)



DBSCAN

Density-Based Spatial Clustering of Applications with Noise



Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering) 
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)



Fuzzy C-Means



Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering) 
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)



Constrained-based (Supervised Clustering)

Decision Trees

Random Forests

Gradient Boosting (XGBoost)



Types of clustering:

1. Centroids-based Clustering (Partitioning methods)
2. Connectivity-based Clustering (Hierarchical clustering) 
3. Distribution-based Clustering
4. Density-based Clustering (Model-based methods)
5. Fuzzy Clustering
6. Constraint-based (Supervised Clustering)
7. Competitive (SOM)
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Clustering Method Description Advantages Disadvantages Algorithms

Partitioning methods Based on centroids and data points 
are assigned into a cluster based on 
its proximity to the cluster centroid

Easy to implement, faster processing, 
can work on larger data, easy to 
interpret the outputs

We need to specify the number of 
cenrtroids apriori, clusters that get 
created are of inconsistent sizes and 
densities, Affected by noise and 
outliers

k-means, k-medians, k-modes

Hierarchical Clustering Based on top-to-bottom hierarchy of 
the data points to create clusters.

Easy to implement, the number of 
clusters need not be specified apriori, 
dendrograms are easy to interpret.

Cluster assignment is strict and 
cannot be undone, high time 
complexity, cannot work for a larger 
dataset

DIANA, AGNES, hclust etc.

Distribution-based Clustering Based on the probability distribution 
of the data, clusters are derived from 
various metrics like mean, variance 
etc.

Number of clusters need not be 
specified apriori, works on real-time 
data, metrics are easy to understand 
and tune

Complex algorithm and slow, cannot 
be scaled to larger data

Gaussian Mixed Models, DBCLASD

Density-based Clustering 
(Model-based methods)

Based on density of the data points, 
also known as model based clustering

Can handle noise and outliers, need 
not specify number of clusters in the 
start, clusters that are created are 
highly homogenous, no restrictions on 
cluster shapes.

Complex algorithm and slow, cannot 
be scaled to larger data

DENCAST, DBSCAN

Fuzzy Clustering Based on Partitioning Approach but 
data points can belong to more than 
one cluster

Can work on highly overlapped data, a 
higher rate of convergence

We need to specify the number of 
centroids apriori, Affected by noise 
and outliers, Slow algorithm and 
cannot be scaled

Fuzzy C Means, Rough k means

Constraint Based (Supervised 
Clustering)

Clustering is directed and controlled 
by user constraints

Creates a perfect decision boundary, 
can automatically determine the 
outcome classes based on 
constraints, future data can be 
classified based on the training 
boundaries

Overfitting, high level of 
misclassification errors, cannot be 
trained on larger datasets

Decision Trees, Random Forest, 
Gradient Boosting


