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Understanding
Foundations

Consistent Case (Συνεπής περίπτωση): the hypothesis h
S
 

returned by the algorithm is always consistent, that is, it 
admitted no error on the training sample S.

Realizability Assumption

iid

δ (Probably) 1 - δ : Confidence











ε (Approximately)

Bernoulli's inequality

Correct

Union Bound

correct probability





uniform convergence bound (consistent case)



Non - realizable, no h
s
(x) with L(h

s
(x))=0

→ Real-world, hard problems 





δύσκολη απόδειξη, είναι στα παραρτήματα των βιβλίων





Hoeffding’s Inequality



Recall

The Finite Hypothesis Class is Agnostic PAC Learnable: can be PAC learnable with error on the training set (inconsistent case)
Agnostic learner: : A learner that doesn’t assume that contains an error-free hypothesis and that simply finds the hypothesis with 
minimum training error (ERM)

ε-αντιπροσωπευτικό training set



Γιατί ισχύει η ανισότητα

Με τί ισούται το σφάλμα

αν για m βάλουμε το άνω φράγμα για το uniform convergence







Classification (Binary, Multiclass)

Regression

The Finite Hypothesis Class is 
Agnostic PAC Learnable for General Loss functions
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A Theory of the Learnable

In this paper we have considered learning as the process of deducing a program for performing a task, from information that does not provide 
an explicit description of such a program. 
We have given precise meaning to this notion of learning and have shown that in some restricted but nontrivial contexts it is computationally 
feasible.

Consider a world containing robots and elephants. 

Suppose that one of the robots has discovered a recognition algorithm for elephants that can be meaningfully expressed in k-conjunctive normal 
form. Our Theorem A implies that this robot can communicate its algorithm to the rest of the robot population by simply exclaiming "elephant" 
whenever one appears. An important aspect of our approach, if cast in its greatest generality, is that we require the recognition algorithms of 
the teacher and learner to agree on an overwhelming fraction of only the natural inputs.


